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INTRODUCTION } ,

Traditional chemical analysis methods (titrimetry, chromatography, gravimetry) can
provide high accuracy; however, they are timefconsuming, require the use of expensive
reagents, and are not suitable for real-timeymonitoring [1]. Therefore, in recent years,
spectroscopic methods and machine learning (ML) algorithms have been widely applied for
liquid monitoring.

ML algorithms enable the processing of large volumes of multidimensional data and the
identification of complex relationships within them [2]. This approach offers the following
advantages:
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e Multivariate analysis: the ability to determine multiple physicochemical
parameters simultaneously.
e Flexibility: applicability to different types of liquids by retraining the model.

e Accuracy: improved precision by accounting for nonlinear and high-
dimensional correlations.

e Automation: capability to perform real-time monitoring of liquid properties.
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Fig. 1. General workflow of the ML algorithm

Machine learning algorithms typically operate~on spectroscopic data. Spectroscopic
techniques such as ATR, ultraviolet-visible (UV-VIS), near-infrared (NIR), and Raman
spectroscopy allow the identification of the molecular and ionic composition of liquids
across different ranges [3]. The ATR method records molecular vibrations in the infrared
region, providing a unique “fingerprint?/ 'o'fthe components present in the liquid [4]. This
approach is particularly advantageous formonitoring multiple parameters simultaneously in
multicomponent solutions. : A

In spectral data, the relationship between absorbance and concentration is generally
expressed by the Beer—Lambert law. However, in'multicomponent solutions, the interaction
of signals often leads to nonlinear behaviof of this relationship. Therefore, the use of
machine learningalgorithms is appropriate for identifying such complex dependencies.

1. MAIN PART

Multi-output regression (Multioutput Regressor) is a wrapper model that extends single -
output regressors to simultaneously process multiple target variables. As illustrated in Fig.
2, a separate regression model is trained for each output variable. This approach is
particularly convenient for predicting the quality indicators of liquids based on spectral data.
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Fig. 2. Input and output data flow in the multi-o_Lj_t_put regression model

1

By training a separate regression:for each ‘eutput and combining the results, the
Multioutput Regressor enables efficientand independent prediction of each target variable.
Although the models are independent for different outputs, this method supports parallel
computation and allows multi-output tasks to be perfermed more conveniently without the
need to develop specialized algorithms [5].

XGBoost Regressor is a powerful’ ensemble machine learning model based on the
principle of gradient boosting. The model sequentially constructs multiple decision trees,
where each new tree is directed at correcting theerrors of the previous ones. As a result, the
final model is formed as a weighted sum of the-outputs of all trees.

As illustrated in Fig. 3, the XGBoost algdrithm builds a new tree at each step, minimizing
the errors made in previous predictions:This approach enables the model to effectively
learn complex and nonlinear relationships-while employing specific mechanisms to reduce
overfitting [6].
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Fig. 3. Decision tree structures of the XGBoo,st’_'modeI

In our article, XGBoost is employed as the core model within the Multioutput Regressor
framework. This approach allows the S|multaneous predlctlon of multiple physicochemical
parameters of liquids using spectral data (eg absorbance values). For each output, a
separate XGBoost regressor is constructed, and the results are combined to produce the final
output. N\
Another important advantage of XGBoost IS |ts ablllty to analyze feature importance.
This makes it possible to determine/ which .wavelengths (spectral ranges) are most
significant in identifying the target p’arah1eters Thus, the model not only performs
prediction but also provides insightsainto the key spectral features influencing the
physicochemical properties of liquids. Y 4

Various machine learning methods have been applied in spectroscopic prediction: Deep
Learning can capture complex correlations but'requires large datasets, while SVM is highly
sensitive to kernel selection. We chose XGBoost because it strikes a balance between
accuracy, efficiency, and interpretability, effectively learns nonlinear relationships, and
enables simultaneous prediction of multiple parameters.

Volume 3 Issue 3 [September 2025] Pages| 335


https://spaceknowladge.com/

JOURNAL OF INTERNATIONAL SCIENTIFIC RESEARCH
Volume 3, Issue 3, September, 2025 Online 1SSN: 3030-3508
https://spaceknowladge.com

DATA
COLLECTION

DATA
PREPROCESSING

Label encoding Feature scalling

Classification: Prediction of
‘.." Suitable / physicochemical
FEATURE ‘.... (O] Orginal data Unsuitable parameters
ENGINEERING . ‘ .
0%g0 Vo |
Bootstrapping
e

Nm
TRAIN-TEST-SPLIT ‘@. A:). A%‘

!

Res It 1 Res It 2 Result n

XGBoost prediction and suitability

assessment
Handle nuII MODEL TRAINING
(XGI

Aggregate data

Aggregating. |

Ansambl regressor ‘ Bagging

Fig. 4. Block diagram of the machine Iearnlng process: data collection, preprocessing,
and step-by-step analysis flow

In this study, the data collection process ent:,ompasses spectral absorption values obtained
through ATR spectroscopy along with. laboratory results. The acquired data undergoes
preprocessing, including handling of missing vaIUegz, normalization, and formattinginto the
required structure. In the subsequent Stage, feature. engineering is performed to extract the
most relevant wavelengths from the spectraldata,and a consolidated dataset is constructed.
This dataset is then processed using an ensemble approach where random sampling is
applied, multiple regression models are trained, and thellr results are aggregated. The dataset
is divided into training and testing subsets; and a ‘m’ulti-output regression model is built
based on the XGBoost algorithm. When new sa_mpl’éé are introduced into the model, outputs
from each regressor are combined to produce the final prediction. In the final stage, the
predicted physicochemical parameters are visualized and compared with international
standards, leading to a conclusion on whether the liquid is classified as “suitable” or
“unsuitable.”

The block diagram of the machine learning process encompasses the stages of data
collection, preprocessing, feature selection, and model training. At the end of this process,
the results generated by the model must be scientifically evaluated. For multi-output
regression, several evaluation metrics are applied[7]:
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Root Mean Square Error (RMSE) — this metric represents the square root of the
differences between the predicted results and the actual observations. RMSE expresses the
model’s errors in the original units and is highly sensitive to large deviations. It is calculated
using the following formula:

N
1
RMSE = |5 (= 9)° M
i=1

where y; is the actual (observed) value, ; is the value predicted by the algorithm, and N
is the total number of observations. '

R? — this is a metric that measures how well/the independent variables in the model
explain the variance of the dependent (target) variable. It represents the proportion of
variance explained by the model:

- SSres (2)

SStot

where SS,.; = Zlivzl(yi — 9,)*— is the residual-sum of squares of the model, i.e., the
sum of squared differences between the actualvalues (¥;) and the model predictions (7;);

R? =1

SSior = Zlivzl(yi — ¥)?% — is the total,sum of squares, which measures how far the actual
values (y;) deviate from their mean (y); N is the number of observations.

We use the above evaluation metrics because RMSE accounts for large errors with high
sensitivity, while R? reflects the overall'goadness-of fit of the model.

RESULTS AND DISCUSSION | /% |

During the testing process, primary‘attention.was focused on the indicators that are
widespread in drinking water and are,considered critical according to ecological and
sanitary standards. In particular, special emphasis was placed on determining dissolved
organic carbon (DOC), ammonium 1ons (NHa), sulfates (SO4>"), orthophosphates (PO+*"),
nitrates (NOs"), and nitrites (NO:"). These cemponents are regarded as key indicators in
assessing organic pollution, nutrient levels, and the overall ecological quality of water.

In the course of the study, a dataset of size (505, 269) was constructed and used to test
various ML algorithms, including Linear Regression (LR), Random Forest (RF), Support
Vector Regression (SVR), and XGBoost. These algorithms were applied to predict the
physicochemical parameters of liquids (using drinking water as an example) based on ATR
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spectroscopic absorption measurements, and their performance was evaluated using RMSE
and R? metrics.

The obtained results demonstrated the following (Fig. 5):

o The XGBoost algorithm provided the highest accuracy and the lowest error overall,
establishing itself as the most optimal approach.

« The SVR algorithm achieved relatively high R* values for certain parameters but
showed less stability compared to XGBoost.

o The RF algorithm produced comparatlvely stable results; however, the errors for
some parameters were higher. 302

e LR, used as a simple baseline model showed the lowest accuracy when compared
with the other algorithms. "‘:g-\:‘.
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Fig. 5. Comparison of machine Iearmng algorit Vﬁs based on average RMSE and R?
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Thus, in this study, the XGBoost algorithm is recommended as the primary choice for
multi-parameter physicochemical prediction.

Analysis of the dataset identified 12 critical wavelengths for drinking water, which were
designated as sensitive ranges for evaluating physicochemical parameters. These selected
wavelengths are presented in Fig. 6.
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Fig. 6. Selected key wavelengths for drinking water-parameters

Based on these key wavelengths, paired-‘-ED~parameter sets were developed for
integration into the device. For each paramefef (DOC, NH4, PO4, SO4, NOs, NO2), two LED
pairs were selected. This approach enhances measurement accuracy and improves spectral
sensitivity. The choice of LED pairs, was gi;ided by statistical analysis of the dataset,
identifying wavelengths with significant inf'IuenCe on the measurement parameters.
Furthermore, a pre-established dataset for these pa‘r'émeters was available, enabling the ML
module to train regression models specmcally on thls basis. The selected LED parameter

pairs are presented in Table 1.

Table 1. Selected LED pairs for determmmgthe parameters

Parametrs LED '1 LED-2
(nm) (nm)
(Iat?_ct)j(;c_mg_l) 15680 7322
(|altj_lj14h4_mg_|) 6558 7929
(Ialt:f);o4_mg_|) 9899 10377
(Ias?;o4_mg_|) 8958 9087
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NO:s
(lab_no3_mg_ 1) 9009 9087
NO:
9087 7894
(lab_no2_mg_I)

During the dataset analysis, the wavelength of 11,618 nm was selected as the optimal
point for the compensation channel. At this range, the average absorption value was very
low (=0.00054), and the signal dispersion (std) was also observed to be minimal. This
ensures high stability of the compensation glgnal ;

The ML module was trained on the dataset ﬁsmg regressmn models and validated on the
test set. The results demonstrated that the mpo‘ekcan accurately predict the key chemical
parameters of drinking water (DOC, NH4,P )4, SOa,jNOs, NO:2). Fig. 7 shows a comparison
between the actual values and the model’ Sprédlcteg values. The fact that the data points for
each parameter are located very close tgthe}deal 11_ne (red dashed line) confirms the
effectiveness of the machine learning appr ach.
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Fig. 7. Prediction accuracy of the chemical parameters of drinking water

The conducted experiments confirmed the high accuracy and stability of the device and
demonstrated its capability to effectively monitor the physicochemical parameters of liquids
in real time.

CONCLUSION

In this article, the potential of using ATR spectroscopy and machine learning
algorithms to assess the key physicochemical parameters of drinking water was
investigated. The obtained results demonstrated that the Multioutput regression model based
on XGBoost is capable of accurately predicting parameters such as DOC, NHa, POa, SO,
NOs, and NO:. Evaluation metrics, including RMSE and R?, confirmed the superiority of
the XGBoost algorithm compared to other.methods.

Furthermore, 12 critical wavelengthswere identified and designated as the most sensitive
ranges for measurement. Optimal LED pairs were selected for each parameter, while the
wavelength of 11,618 nm was determined as the most stable point for the compensation
channel. This approach enhanced the reliability and stability of the device’s results.

Thus, the developed methodology enables. fast,. automated, and highly accurate
monitoring of drinking water quality. These findings-may serve as a scientific foundation
for the future development of intelligent optoelectronic devices.
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